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Abstract 

The information-theoretic quantity known as mutual information can be used as an indication 
of a relationship between two variables.  While computation of the mutual information from 
data is straightforward, it is generally inaccurate and lacks a measure of the uncertainty in the 
result.  We present a Bayesian method to estimate mutual information with error bars from 
data.  First an optimal binning approach is utilized to infer the underlying probability density 
function from the data.  This leads to a posterior probability, which is Dirichlet distribution.  
By directly sampling from the Dirichlet distribution, we obtain a chain of probability density 
functions from which we compute a chain of entropies with associated error bars.  Because 
the mutual information is a sum and difference of entropies, we can compute an estimate of 
the mutual information along with its associated error bars.  This technique is being applied to 
Earth science data, which is helping to identify relationships among climate variables. 
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